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Digital technology is increasingly important to children for their education, entertainment, and social lives. Many children struggle to imagine life without the

internet (Revealing Reality, 2022). Yet the digital sphere, designed for adults, poses risks for children (UN Committee, 2021). The specific focus of this international, interdisciplinary, research study are the risks posed by digital technologies which use 'dark patterns’ or ‘dark design’ to influence children’s behaviors.

**Dark design and its impact on children**

Dark design (also known as dark patterns (European Commission, 2022b; FTC, 2022a; Gray et al, 2018), deceptive design (Brignull, undated; EDPB, 2022), persuasive design (5Rights) and nudging (ICO, 2022)) is evidenced by “a user interface carefully crafted to trick users into doing things they might not otherwise do” (Brignull, undated).

There is no agreed definition of what constitutes a ‘dark pattern’ (Mathur, 2021) nor any definitive list of dark patterns (for example, differing taxonomies have been developed by the OECD, 2022; the FTC, 2022a and 5Rights, 2023). Dark patterns are, however, increasingly impacting children. Dark patterns are prevalent throughout the digital sphere: in social media, ecommerce sites, apps, cookie consent banners and online games (Gray et al, 2023; Mathur et al, 2021). In this study, we identified 10 broad pattern categories (sneaking, urgency, misdirection, social proof, scarcity, obstruction, forced action, identity captures, psychological/physical triggers, seamlessness) and 41 examples of dark patterns that might impact children. Such dark patterns raise consumer protection issues, affect users’ autonomy, privacy and finances, and may impact negatively upon children’s social, emotional and educational wellbeing (OECD, 2022; FTC, 2022a; 5Rights, 2023).

**State responsibility for protecting vulnerable children and their rights**

Children are more vulnerable than adults to inappropriate online marketing, to economic fraud and to privacy violations (European Commission, 2022a; OECD, 2011; OFCOM, 2022; UNICEF, 2021). Dark design impacts children’s rights to privacy, to play, and to freedom from economic exploitation (UNCRC Articles 16, 31, 32). These rights apply online as well as offline (UN Committee, 2021).

Article 3 UNCRC requires signatory states to make children’s best interests their primary consideration. In Europe, the UK, and the US, various actions have been or are being taken to address the risks posed to children online; with some legislation directly acknowledging children’s rights and vulnerabilities. The US (whilst not a UNCRC signatory) has enacted the Children’s Online Privacy Protection Act (COPPA) to protect the personal information of children under 13. Similar protections are afforded by the EU and UK General Data Protection Regulations. The UK’s Online Safety Act 2023 requires certain online service providers to ensure services are ‘safe by design’ and to provide enhanced protections to children. The European Union Digital Services Act requires online platform providers to ensure ‘a high level of privacy, safety, and security’ for children (Article 28), and imposes an explicit ban on dark patterns (Article 25).

Globally, regulators acknowledge that dark design negatively impacts adults and children (e.g. CMA, 2022; CNIL, 2022; CPRC, 2022; FTC, 2022; ICO, 2022). In the UK, the ICO advises that online service providers should not use ‘nudge techniques’ which
might encourage children to reveal their personal information (e.g., ICO, 2022). The US FTC has recently challenged and fined deceptive design practices aimed at children (e.g., FTC 2022b). The scope and extent of dark design is such, however, that regulators alone cannot safeguard children from dark patterns.

The parental role in protecting children from dark design

Laws such as COPPA and the UKGDPR are underpinned by an ethos of family privacy. Essentially, children are viewed as inexperienced, immature, and lacking judgment; parents are considered to have primary responsibility for children’s upbringing and development, being uniquely positioned to protect, educate, and guarantee their children’s rights (Fineman, 1999; Peterman & Jones, 2003; Moller-Okin, 1989). Article 18 UNCRC similarly understands that a child’s best interests will be a parent’s basic concern, whilst Article 5 UNCRC recognizes that parents owe duties to direct and guide their children, obliging states to respect parents’ responsibilities. In the digital context, parents are viewed as responsible for supporting children in their use of digital technologies (Lieveens et al, 2018) and as the most appropriate people to make decisions about children’s online engagement (Milkaite et al., 2021; Livingstone and O’Neill, 2014). Many parents themselves view children’s online safety as a parental responsibility (Digital Regulation Cooperation Forum, 2022), and are actively involved in mediating children’s use of online technologies (Dias et al, 2016; Page Jeffery, 2021; Zaman et al, 2021).

Although several studies consider the implications of dark design for children (Yip, 2019; Fitton and Read, 2019; Fitton, Bell and Read, 2021; Melzer and Roarsen 2021), to date little attention has been paid to parents’ understanding of how dark design approaches impact upon their children, or to how parents believe such design can best be addressed.

Methodological approach

To understand parents’ opinions regarding dark patterns, we asked parents of children aged 5-17 located in the US (n=287) and UK (n=290) to complete an online survey regarding the online experiences of their oldest school-aged child. Survey questions were informed by child development theory as well as literature on parental online mediation, children’s online harms, and dark patterns. Parents were asked to consider three randomly assigned examples of dark patterns from the examples compiled by the research team. We asked whether parents believed these examples could apply to their children, as well as their opinions on the examples. Additional questions sought parents’ views on the effectiveness of regulation and responsibility for online design, as well as information about their online parenting strategies.

Initial findings

Descriptive statistics from an exploratory analysis follow. Overall, US and UK parents are similarly concerned about the impact of dark patterns on their children, although some country-level differences exist. Parents were asked whether they thought there was sufficient regulation of online platforms (agreement = 1, disagreement = 7). Most
The parents believe there is insufficient regulation around the design of online platforms, although US parents were slightly less negative (M = 3.4, SD = 1.7) than UK parents (M = 2.8, SD = 1.4).

Parents across the US and the UK are similar in who they identify as who should be responsible for online design seen by children, with 75% or more parents naming: companies which sell a product, service or app; those who design adverts; app, web and game designers; and industry regulatory bodies. However, when asked who should be most responsible for addressing online design, UK parents most often referred to the company who sells a product, service or app (UK 40.8%, US 30.4%). In contrast, US parents said a child’s parents or caregivers should be most responsible (UK 16.8%, US 34.0%).

Overall, US and UK parents believe parents bear a high level of responsibility for protecting their children from the negative impacts of online design. Approximately nine out of ten parents are aware of tools they can use to support their children’s safety online (UK 86.1%, US 90.0%), with about two-thirds of all parents using such tools (UK 58.9%, US 60.2%).

These findings provide an initial discussion point for regulators, companies, marketers, and researchers. Given parents’ responsibilities for protecting their children, a deeper understanding of their perspectives regarding dark patterns is key to developing effective safeguards for children online.
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